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Abstract

Experimental and theoretical work is done to develop a method of refractive index engineer-

ing with lasers in a heated Rubidium vapor. It is shown that a strong control laser far detuned

from an atomic resonance (> 1 GHz) can be used to modify the refractive index. This resulting

change in refractive index may be used to create photonic structures. With this technique a

thick Bragg grating is created. Experimental results are presented and shown to agree well

with theory and simulation.
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1 Introduction

The ability to control light is of great importance in modern technology and hence society [1, 2].

One of the main ways of controlling light is through the transmission properties of the media. This

includes both the phase and absorption of the radiation, through the complex refractive index of

the media. Constructing materials with well de�ned and controlled refractive index properties has

led to the development of a whole world of devices (such as lenses, waveguides, couplers, gratings)

that are integral to current technologies.

The main methods of refractive control employ a solid infrastructure where the refractive index

contrast is designed into the material. The remarkable control in manufacturing these materials

has enabled the development of a myriad of devices, providing the infrastructure for large parts

of modern technology, especially in communications. Given the breadth of applications of optics

and photonics, it is not surprising that there is interest in �nding di�erent ways of using light

matter interactions to control light. Over the years a variety of di�erent methods for creating

electromagnetically induced structures have been discovered [3�12]. These all have a common

element that instead of switching on and o� a �xed structure, the structure is created by the

electromagnetic �eld itself [13].

Probably the most noteworthy of these methods is that of the photorefractive e�ect [3]. Pho-

torefractive materials are both photoconductive and electro-optic, Through the photoconductive

e�ect donors or acceptors are excited from the band gap, where they are free to drift or be driven

away. In this way a spatial arrangement of charge can accumulate in the darker regions that will

modify the refractive index of the material through the electro-optic e�ect. Although this e�ect

can be detrimental, such as in Electro-Optic Modulators, it may also be put to good use, such as

in holographic recording [3] and electro-holographic switching [14]. While the induced photorefrac-

tive e�ect remains after the initial electromagnetic �eld ceases, many other systems have a much

shorter lived response. These invariably involve using an atomic vapor to mediate the light matter

interaction.

Included in these mechanisms is atomic optical pumping [4,5], where the incident light will excite

the electrons in a resonant transition, allowing them to decay to a non resonant ground state, thus

changing the number of atoms involved in a particular transition and correspondingly the resulting

susceptibility.

Another way involves using non-linear susceptibilities to enhance phase conjugation and four

wave mixing [6]. Coherent population trapping of atoms may also be used to enhance the FWM [8].

A di�erent scheme involves the Faraday e�ect. Here right and left circularly polarized light

interact with di�erent Zeeman sub levels of the ground state. Normally these levels are degenerate,

but in the presence of a magnetic �eld this degeneracy is lifted and Faraday rotation can occur,

with the di�erent polarizations experiencing di�erent refractive indicies. A non-linear e�ect such as

�hole burning� causes the non-linear Faraday e�ect, which can be orders of magnitude larger than

the linear regime. Using this e�ect a grating based upon the control intensity can be created [7,15].

It has also been shown theoretically and experimentally that creating a grating in the pump
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laser in Electromagnetically Induced Transparency will cause di�raction to the probe, which can

be used for optical routing [9�11]. In a di�erent set-up a more general coherent Raman process has

been shown to produce wave guiding [12].

It is the aim of this thesis to present and demonstrate a novel means of refractive index control

using the AC Stark E�ect. This concept is an extension of the double lorentzian atomic prism [16]

where an increased atomic density is used to control the refractive index of an atomic vapor. In

this work the essential idea is to manipulate this refractive index pro�le using a control laser, which

shifts the transition lines through the AC Stark e�ect. Hence the most obvious realization of this

is in an atomic vapor, such as of the alkali metals, such as rubidium and caesium. However one

could envision other systems such as quantum dots or rare earth doped crystals where the same

principles could apply. In contrast to previous methods, this is a non-resonant, incoherent process,

that can work in systems even at high temperatures. Uses may be found in beam ampli�cation,

interferometry, optical interconnections [7] and control of quantum pulses.

The following section, �2 Theory�, presents the basic theory behind this scheme to implement

refractive index control through the AC Stark e�ect. This is followed by �3 Calculations and

Experimental Design�, which discusses the results of calculations and subsequent experimental

design. �4 Results & Analysis� shows experimental results that demonstrate the use of this e�ect to

cause di�raction as well as other behaviors of the system. Finally in �5 Conclusions & Discussion�

the main conclusions are drawn and directions for further research are suggested.
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2 Theory

This section starts by presenting the basic classical theory for atomic susceptibility due to an

atomic transition. Then the corresponding result is presented from a quantized two level system by

considering the steady state response to a dipole interaction. The dressed states are then introduced

and it is shown that these cause an intuitive shift in frequency of the susceptibility. In order to

connect to real systems, some features of multilevel systems and the most relevant properties of

rubidium are discussed.

2.1 Atomic Transitions and Refractive Index,

A simple classical model of an atom can consider an atomic transition to be a damped harmonic

oscillator [17]. Where the electron of charge, e, and mass, m, and an optical transition ω0with

decay γ, is driven by an external electric �eld E(t).

d2x

dt2
+ γ

dx

dt
+ ω2

0x = − e

m
E(t) (2.1)

If the atom is driven by a sinusoidal �eld at ω, E(t) = E exp(iωt), then the atomic polarization

is

p =
e2E exp(iωt)

m(ω2
0 − ω2 + iγω)

(2.2)

and the susceptibility of the atom χa , de�ned as χa ≡ p
ε0E

, is

χa (ω) =
e2

mε0(ω2
0 − ω2 + iγω)

(2.3)

Therefore for ω ≈ ω0

χa (ω) =
e2

2ω0mε0(ω0 − ω+ ig /2)
(2.4)

In a simpli�ed picture the susceptibility of the gas, χ, will be a combination of the individual

atomic susceptibilities convolved with the velocity distribution of the atoms, giving a Voight pro�le

[17] (Doppler broadening is the dominant broadening mechanism in the regime of this thesis), which

is then multiplied by the particle density, N (which is a function of temperature, N(T) subsection

2.6). A more correct expression involves other dephasing mechanisms that can be incorporated into

the the decay rate [17].

This simpli�ed model can be related to the refractive index of the media, n by

n2 (ω) = 1+χ (ω) = 1+N (T)DN

ˆ
e2

2ω0mε0(ω0 − ω' + ig/2)
×exp

(
−4ln2

(
ω − ω0

∆ωd

)2
)
dω′ (2.5)

where the Doppler width, ∆ωd, is given by
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4ωd =

√
(8 ln 2) kBT

mc2
ω0 (2.6)

and DN is a normalization constant for the Doppler distribution given by

DN =

√
4 ln 2

π4ω2
d

(2.7)

2.2 Susceptibility in a Quantum Framework

To describe the susceptibility in a quantum framework the treatment of references [18,19] is followed.

Treating the atom as a two level system with energies E1and E2, gives a bare Hamiltonian Ĥ0,

Ĥ0 =

(
E1 0

0 E2

)
(2.8)

which is perturbed by an electric �eld of a weak probe Ep(t) through a dipole interaction, −µ·Ep,

and therefore perturbation V̂(t)

V̂(t) =

(
0 −µ · Ep

−µ · Ep 0

)
(2.9)

thus the total Hamiltonian Ĥ is

Ĥ = Ĥ0 + V̂ =

(
E1 −µ · Ep

−µ · E∗p E2

)
(2.10)

the density matrix of an ensemble of atoms, ρ =

(
ρ11 ρ12

ρ21 ρ22

)
, will propagate in time as [20]

ρ̇ = − i
~

[
Ĥ, ρ̂

]
= − i

~

[
Ĥρ̂− ρ̂Ĥ

]
(2.11)

ρ̇ = − i
~

(
−µ · Ep(ρ21 − ρ12) (E1 − E2)ρ12 + µ · Ep(ρ11 − ρ22)

(E2 − E1)ρ21 − µ · Ep(ρ11 − ρ22) −µ · Ep(ρ12 − ρ21)

)
(2.12)

Adding phenomenological damping with a decay time T1 for the excited state and decay time

T2 for the coherence, and de�ning the transition frequency as ω12 ≡ E1−E2

~ will give the familiar

optical Bloch equations

˙ρ11 = i
µ · Ep

~
(ρ21 − ρ12)− ρ11

T1
(2.13)
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˙ρ22 = i
µ · Ep

~
(ρ12 − ρ21) +

ρ11

T1
(2.14)

ρ̇12 = −
(
iω12 +

1

T2

)
ρ12 − i

µ · Ep

~
(ρ11 − ρ22) (2.15)

where the equations for the o� axis elements are related through ρ21 = ρ∗12.

To investigate the response at probe frequency, ω, means taking

Ep(t) =
Ep
2

(
eiωt + e−iωt

)
and using the rotating wave approximation implies that

Ep(t)
∼=

Ep
2
e−iωt

.

Introducing the rotating frame σ12 = ρ12 exp(−iωt) gives

d(σ12)

dt
=

[
i(ω − ω12)− 1

T2

]
σ12 − i

Ep · µ
2~

(ρ11 − ρ22) (2.16)

Taking the steady state solution in the limit of a perturbative probe, (ρ11 − ρ22)→ −1, gives

σ12 =
Ep · µ(ρ11 − ρ22)

2~(ω − ω12) + i/T2

(2.17)

Substituting back in for ρ
12
and �nding the expectation value of the polarization

P (t) = N 〈µ̂〉 = NTr(ρ̂µ̂) = N(ρ12µ21 + ρ21µ12)

and using the identities that P (t) = Pe−iωt + c.c and P = ε0χE, the susceptibility is given by

χ =
Nµ2

2ε0~(ω − ω12 + i/T2)
(2.18)

A quantum version of equation 2.4 where a connection between the prefactors can be found by

considering the energy radiated from a dipole [1,21]. The energy of an emitted photon will be equal

to the energy of the oscillator

~ω = mω2
〈
r(t)2

〉
(2.19)

However the dipole the dipole µ is just er , and therefore

⇒ 〈µ〉2 = e2
〈
r(t)2

〉
=

~e2

mω
(2.20)
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2.3 The Dressed State and AC Stark Shift

The non-resonant AC Stark shift will be derived by considering the dressed states. This method

is chosen for two reasons, �rstly it is the most accurate for a system where the control and probe

will be interacting with the same ground and excited levels [22, 23], secondly it will aid in later

discussions.

Considering the atomic transition at frequency ω0 = E2−E1

~ as a two level system driven by a

control �eld detuned from the transition by 4c = ωc −ω0, and Rabi frequency Ωc =
E·µ
~ , where µ

is the dipole of the transition, the following Hamiltonian is obtained

Η̂ = ~

(
0 Ωc cos((ω0+4c) t)

Ωc cos ((ω0+4c)t) ω0

)
(2.21)

acting on the state

(
|g〉
|e〉

)
. In the Rotating frame, at ωc, and with the Rotating Wave Approxi-

mation the Hamiltonian becomes

Η̂ = ~

(
0 Ω/2

Ω∗/2 −4c

)
(2.22)

the eigenvalues of this Hamiltonian are

λ± = −1

2
∆c ±

1

2

√
∆2
c + Ω2

c (2.23)

The new energy level, ~ω′ = ~(ω0 +4ω0), will be

ω′ = ωc −
√

∆2
c + Ω2

c (2.24)

or alternatively the e�ective shift to the transition frequency 4ω0

∆ω0 = ∆c −
√

∆2
c+ | Ω |2 ' −

| Ω |2

2∆c
∝ Intensity

Detuning
(2.25)

Due to the fact that the AC Stark e�ect works through a virtual photon it can be a very fast

process, on the order of the detuning Δc of the control �eld (4E4t ≥ 1. the energy of the virtual

photon will be of the order of magnitude of the detuning of the control laser ~4c giving a timescale
of 1/4c).

The eigenstates of the dressed Hamiltonian will be a combinations of the original eigenstates

[24,25]

|e′〉 = cos θ |e〉+ sin θ |g〉 (2.26)

|g′〉 = − sin θ |e〉+ cos θ |g〉 (2.27)
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and mixing angle, θ, de�ned by

tan 2θ = −Ωc
∆c

(2.28)

2.4 AC Stark Shift of Refractive Index

The central idea in this thesis is that it is possible to combine the previous phenomena in subsections

2.2 and 2.3 whilst the control is su�ciently detuned to avoid multilevel e�ects, subsection 2.5.

In essence equation 2.10 will become

Ĥ = Ĥ0 + V̂s + V̂p (2.29)

where V̂s is the AC Stark perturbation from the control laser and V̂p is the perturbation of the

probe laser. In order to �nd the susceptibility of the probe for a Stark shifted system consider

Ĥs = Ĥ0 + V̂s (2.30)

which is from subsection 2.3 approximated by

Ĥs = ~

(
0 0

0 ω0 + ∆ω0

)
(2.31)

with the shifted energy found in the Rotating Wave Approximation, equation2.24. Following the

procedure of sub-section 2.2 will give the atomic Stark shifted susceptibility χs

χs =
Nµ2

ε0~(ω − (ω0 +4ω0) + i/T2)
(2.32)

It should be noted that this approximation assumes that the dipole operator and the decay

constants remain unchanged even in the dressed state basis, which will cease to hold at larger

mixing angles.

2.5 Saturation E�ects and Optical Pumping

Considering equation 2.21 at large values of Ωc and small detunings ( Ωc>Δc) aside from the Stark

shifting there will be signi�cant changes in the electronic populations of the atom, with a greatly

increased probability of �nding the electron in the excited level. With more than two levels, the

electron will also decay out of the excited state to other energy levels, leading to optical pumping.,

see references [21,26]. The scattering rate for such a process is given by [27]

Rsc =

(
Γ

2

)
(I/Isat)(

1 + 4 (∆c/Γ)
2

+ (I/Isat)
) (2.33)

where Γ = 2π
lifetime , I = 1

2cε0E2
c and Isat = cε0Γ2

4Ω2
c
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2.6 Rubidium

A practical implementation of the scheme outlined in subsection 2.4 requires a real system. For this

rubidium the 37th element was used which has two naturally occurring isotopes 87Rb and 85Rb.

Rubidium has the advantage of a relatively simple electronic structure, with a single outer orbital

electron, and has been very well studied for its uses in quantum optics and atomic cooling, and

atomic clocks [27]. Another attractive feature of rubidium is its high vapor pressure, which changes

greatly with temperature. This allows for density variations over many orders of magnitude with

relatively small changes in temperature (from 25 ºC to 130 ºC the pressure changes from 10-7to

10-3 Torr). The atomic density may be calculated from the vapor pressure given by equation (1) in

reference [27] and is shown in �gure 2.1. Another practical advantage is that because of the wide

uses of rubidium it is commercially available in standard quartz cells, (generally 7.5 cm long, 2.5

cm diameter) with optical grade windows. The contents may be natural abundance or isotopically

pure.

In the D1 transition of rubidium there are a total of 8 hyper�ne transitions within an 8 GHz

range, see �gure 2.2a. In most of the presented work an isotopically pure 85Rb was used for the

experimental cell, giving four transitions, while the far-detuned frequency of the control laser was

identi�ed by the 87Rb transitions (primarily the F=1�F'=2 transition) in a natural abundance

cell.

There is �exibility in choosing the frequencies of the control and probe lasers as it is su�cient

for them to share a common level for the AC Stark scheme of subsection 2.4 to work. If the control

and probe only share a common ground level then the shift will be half that of equation 2.25. The

maximum shift will be when they share both the ground and excited levels, however this choice

adds a challenge of designing an experiment that will separate the two lasers which will be nearly

identical in frequency (separated by approximately the control detuning Δ, O(GHz)). In this work

the frequencies used were all close to the 85Rb D1 lines (795 nm), with the AC Stark shift for one

transition shown in Figure 2.2b.
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Figure 2.1: The change in vapor density of rubidium 85, based upon the empirical formula in
reference [27]. The black line signi�es the solid/liquid phase transition.
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(a) Energy levels of the eight rubidium D1 transitions.

(b) AC Stark shifting of 85Rb D1 lines. A control laser detuned from a transition
by ∆c will cause a shift to each of the levels of a transition ω0 of ∆ω0/2. The probe
at frequency ωp experiences the transition with shifted frequency ω0 + ∆ω0.

Figure 2.2: Rubidium D1 transitions
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3 Calculations and Experimental Design

This section presents the experimental design and begins with calculations of the expected change

in refractive index, given the limitations of the available resources. This leads to an experimen-

tal design of a thick Bragg grating. Simulation results of the expected grating are presented that

demonstrate design feasibility and appropriate parameters. Finally experimental details are dis-

cussed.
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3.1 Calculations

The �rst step in determining the feasibility of implementing the concept described in sub-section 2.4

was to calculate the expected refractive index contrast that could be achieved, with special regard to

the available resources. This involved considering the practical limitations of the available control

laser in terms of power (∼ 100 mW) and focusing capabilities ( f > 4 cm ). Furthermore there

were constraints on heating the available Rubidium cell (∼ 100 °C), both in terms of its ability to

withstand the heating and the resulting increase in optical density. The question �how large a change

in the refractive index can be expected?� needed to be answered whilst taking into consideration

these constraints. The answer to this question began by calculating the susceptibility as in Equation

2.5 both with and without the expected AC Stark shift. This required �nding the di�erence between

two shifted Voight pro�les [17], Figure 3.1a, where the shift was caused by the expected AC Stark

shift. Of interest was the resulting change in the refractive index and absorption through the cell

that would be the consequence of these pro�les Figure 3.1b. If the un-shifted susceptibility is χ0

and the AC Stark shifted susceptibility is χs, then the corresponding refractive indicies will be

n′0 + in′′0 =
√

1 + χ0 and n′s + in′′s =
√

1 + χs. Then the shift in the real part of the refractive index

δn will be

δn = n′0 − n′s (3.1)

the absorption α0 is

α0 =
2πn′′0
λ

(3.2)

and the shift in α, is δα where

δα =
2π (n′′0 − n′′s )

λ
(3.3)

The transmission T0 through a rubidium cell length L without any Stark shift will then be given

by

T0 = exp(−α0L) (3.4)

By calculating these values, Figure 3.1b it was seen that a change in the real part of the refractive

index of O(10-6) could be achieved away from the center of a transition line, where there was still

signi�cant transmission O(20 - 80%). A larger change in the real part of refractive index of O(10-5)

would occur at the center of the transition but this is accompanied by a large imaginary part of

the refractive index and hence negligible transmission.
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(a) Calculated shift in complex refractive index due to AC Stark, The bold lines
show the unshifted refractive index of a rubidium transition (real part - black,
imaginary - blue). The dashed lines show the refractive index in the presence of
the control laser which induces an AC Stark shift that shifts the refractive index
pro�le (real part - dashed red, imaginary - dashed green).

(b) The shift in the refractive index creates a contrast in both the real part of
refractive index (black) and the imaginary part. The imaginary part causes ab-
sorption through the cell. The unshifted pro�le (solid blue) is shown contrasted to
the shifted pro�le( dashed green).

Figure 3.1: Calculated shift in refractive index due to the AC Stark E�ect. Laser power of 60 mW
, waist size 800µm × 85µm, detuned by 2.7 GHz. The rubidium cell of 7.5 cm is heated to 85 °C.
This calculation is for a single Doppler broadened transition.
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Figure 3.2: Two interfering electromagnetic �elds

3.2 Experimental design

It was decided to build a thick Bragg grating [28] in order to detect the change in refractive index.

This was chosen in order to use a periodic arrangement to combine together the predicted small

phase shifts, δn ≈ 0(10-6). A thick Bragg grating has the property that light incident at the Bragg

angle will be di�racted at the Bragg angle. In an ideal case (su�ciently thick), there will not be

other orders of di�raction and the incident light can (theoretically) be completely di�racted into

this order.

A thick Bragg grating can be made when two co-propagating coherent electromagnetic �elds

interfere, if the intensity pro�le is converted into a corresponding refractive index pro�le.

Two electric �elds E1and E2 as in Figure 3.2 , assuming |E1| = |E2|and taking the polarization

to be in the y direction gives an intensity

I ∝
〈
|E1 + E2|

2
〉

∝
〈
|E1|

2
〉

+
〈
|E2|

2
〉

+ 2 〈|E1 · E2|〉
∝ E2 + E2 〈cos (k1 · r − 2ωt+ k2 · r + φ1 + φ2) + cos (k1 · r − k2 · r + ∆φ)〉

∝ E2 + E2 cos (2k sin θx+ ∆φ)

(3.5)

The intensity grating will therefore have spacing d = λc
2 sin θ , however the Bragg angle is given

by sin θB =
λp
2d . Therefore when λp w λc such an intensity grating will have the property that the

Bragg angle for the probe will be equal to the incident angle of the interfering control lasers.

Therefore for such intensity gratings, the di�racting probe needs to be aligned along one of the

control beams, and then the resulting di�racted probe will then lie upon the other control beam.

It was decided to use a con�guration of counter-propagating orthogonally linearly polarized

beams, see Figure 3.3. This is because such a con�guration will create a 'clean' port for the signal.

In discussion of this system, terminology that is speci�c to this system is de�ned in Table 1.

18



Figure 3.3: Schematic of experimental set up

name de�nition
principal control the beam upon which the transmitted probe lies
secondary control the beam upon which the di�racted probe lies
transmitted probe the probe that is not di�racted
di�racted probe probe that has undergone di�raction

Table 1: De�nition of terms
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(a) 1 Continuation of control path, 2, Rubidium Cell, 3,
Cylindrical lens f=30 cm in vertical direction, 4,NPBS -
creating the two control beams, 5,PBS - to separate the
di�racted probe (dashed green), 6, Two mirror walk for sec-
ondary control (dashed red), 7, Two mirror walk for princi-
pal control (red).

(b) Mounted Rubidium cell with heater, thermocouple and
shielded windows

Figure 3.4: Photograph of the experimental set up
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(a) Interference of two control beams, spacing 55 mm, height 150 mm, width ≈ 3
mm through the length (7.5 cm) of the cell
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(a) Probe beam in middle of the cell , horizontal waist 615 µm vertical waist 155
µm

Figure 3.5: The interfering light beams are translated into a refractive index grating through the
length of the rubidium which causes di�raction of the probe
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3.3 Simulation

Simulations of the expected response of this interference grating were carried out in order to de-

termine if the grating could produce a detectable response. Although the theoretical e�ciency of a

thick Bragg grating can be 100%, this is only in an ideal case, and for well de�ned grating lengths

and angles. In the proposed grating produced by two interfering Gaussian beams there will be an

envelope in refractive index that follows the intensity of the interfering laser beams. The grating

e�ciency will also be determined by the �xed cell length and the deviation of the probe from the

Bragg angle. Thus a simulation of a probe propagating through space with a spatially dependent

phase di�erence, corresponding to the intensity of the control, was carried out to determine the

feasibility of this experiment.

Initially it was assumed that the absorption would give an overall attenuation to the di�racted

signal. However in later simulations more detail was added by including both parts of the refractive

index, as well as using a more accurate expression for calculating the susceptibility (see appendix

6.1 ). Initial calculations showed an expected change in refractive index of the order of 10-6.

In the simulation the grating region was modeled by adding a spatially dependent phase

φ(x, y, z) =
2π

λ
δnI(x, y, z)z + i(α+ δα0I(x, y, z))z (3.6)

From the calculations and simulations, �gure 3.6, it could be seen that a di�racted signal of

O(1 μW), starting with a probe power of 1 mW, could be achieved with the rubidium cell heated

to around 100°C, and a control laser power of 100 mW, detuned by 2 GHz from a transition,

and interfering with an angle between the control beams of 0.01 rad, all realistic experimental

parameters.

It was also possible to see various ways to improve the grating e�ciency. Figure 3.7a showed the

importance of a small interference angle and good alignment. Figure 3.7b showed the importance

of matching the probe size to the grating. While Figure 3.7c showed the importance of achieving a

large change in refractive index contrast, δn.

For an AC Stark grating, it was expected that for small values of the refractive index contrast,

δn, and large detunings of the control laser that equations 2.25 and 3.1, could be linked giving,

δn ∝ δχ ∝
∂χ

∂ω
δω ∝

Intensity

Detuning
(3.7)

Using the result, for small values of δn, the e�ciency will be proportional to (δn)
2 [28], it was

expected that the e�ciency of the grating, e, would be related to the Stark shift by,

e[%] ∝ (δn)
2 ∝

(
Intensity

Detuning

)2

(3.8)
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(a) Expected grating e�ciency versus angle between
control beams, 2θ, and probe fractional deviation

from Bragg angle,
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(b) Expected grating di�raction e�ciency versus con-
trol and probe sizes, with perfect alignment, 2θ = 0.01
rad, and with refractive index contrast δn = 10−6.
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(c) Expected grating e�ciency with changing probe
size and refractive index contrast.

Figure 3.6: Simulations of the expected grating e�ciency , show that an e�ciency of O(0.1%) can
be achieved with an angle between the control laser beams of 0.01 rad and equal control and probe
beam sizes. Increasing the δn will increase the e�ciency.
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3.4 Experimental methods

Rubidium cell

For the majority of results presented the grating was created in an isotopically pure 85Rb cell,

(diameter 2.5 cm, length 7.5cm) with no bu�er gas, however this was unavailable for the time

domain experiments and so in these experiments a cell of natural abundance Rubidium (78% 85Rb

and 22% 87Rb) with no bu�er gas was used. An isotopically pure cell enabled identi�cation of

the control laser detuning with minimal absorption in the experimental cell. This was achieved

by tuning the control laser to a 87Rb D1transition and observing the di�racted signal on the 85Rb

D1lines. In a natural abundance cell at high temperatures a large amount of absorption of the

control laser occurred in this arrangement.

Scanning and identifying the laser frequencies

The probe laser was a Distributed Feedback Laser (Toptica DL 100) and had very good stability in

time (with negligible drift in the course of an experiment) and with a large mode hop free range (20

GHz). The frequency was measured by saturation absorption spectroscopy (using a Toptica CoSy

system) [29].

The control laser was a home built External Cavity Diode Laser with a grating in the Littrow

con�guration [30] . The mode hop free range was much smaller (up to 3 GHz, typically less than

1 GHz). The frequency was adjusted by altering the current, and temperature of the diode, and

through a piezo electric crystal attached to the back of the grating. The frequency was measured

by saturation spectroscopy (an in-house set-up).

The limited mode hop free range of the ECDL presented a problem in measuring large detunings

of the laser (> 2 GHz). Measurement of detunings outside of the absorption lines was accomplished

by making small changes in the current (of the laser diode) and dc o�set voltages (of the grating

piezo electric crystal). These adjustments caused a small shift in the center of the location of the

frequency scan of the laser. By keeping the shifts small so that an overlapping frequency region

was scanned each time, and under the assumption that the frequency scanning was linear and did

not change as the stable region moved the frequency was scanned and results of Figure 4.4 were

obtained. Using this method it was possible to obtain a scan of over 12 GHz. This method was

used several times with similar results.

Temperature control

Temperature control of the cell was achieved by wrapping the rubidium cell in about eight loops

of Nikrothal 60 (a NiCr alloy). A maximum power of approximatetly 30 W was used to heat the

cell. The temperature was monitored using a thermistor (Thorlabs TH10K). The thermistor was

attached close to the cold spot of the cell to give the best measure of the vapor density.
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Time modulation

For time modulation of the signal the results presented are from modulations with an Electro-Optic

Modulator. An EOM (100 MHz Phase Modulator: Thorlabs E0-PM-NR-C1) was added to the

control beam path (before it was split by a non polarizing beam splitter - to give greater contrast).

Amplitude modulation was achieved by addition of a polarizer to the path after the modulator.

Maximization of the amplitude modulation was achieved by addition of both λ/2 and λ/4 wave plates

to the path of the light. This provided compensation to 'align' the crystal axis with the polarizer

and adjust for thermal phase drift due to the uncompensated crystal in the phase modulator. The

electric �eld was an ampli�ed (PHILPIS BGD902 ) output from a signal generator. Amplitude

modulations of up to 20% at frequencies ranging from 2 MHz to 800 MHz (a combination of the

limitations of the bandwidth of the EOM and the ampli�er) were obtained. Additionally a 'smart

switch' (consisting of a polarizing cube and λ/2 wave plate) was added to the di�racted probe path.

This enabled the signal to be switched to a 'fast' ampli�ed 8 GHz bandwidth detector (Thorlabs

PDA8GS) after being aligned using a 'slow' detector (Thorlabs DET10A & Thorlabs PDA36A ).

The small modulation signal of the di�racted probe was measured on a spectrum analyzer (Agilent

N9010A).

Power variations

The power of the probe and control was varied using a waveplate (λ/2) in a rotation mount before

a polarizer. The transmitted power for a speci�c phase plate rotation was calibrated by measuring

the transmitted power on a power meter.

3.5 Building the experiment

The control laser was split by a Non Polarizing Beam Splitter in order to create two paths, named

the �principal control�and the �secondary control� �gure 3.4 and table 1. Care was taken to ensure

that the path length of each branch remained equal (for time domain experiments). A two mirror

walk was added to each control path for the purpose of alignment and grating adjustment. The

angle between the principal and secondary control was measured and adjusted by observing the

spacing of the grating on a camera. The axis of the principal control was aligned �rst and kept

�xed with other directions and angles being aligned relative to this direction. The resulting control

inteference, and probe can be seen in Figure 3.5.

3.6 The signal

The experimental design gives a clean port for the di�racted signal, but this creates a di�culty in

locating the exact location of this signal. Locating the signal was accomplished by �rstly adjusting

the part of the secondary control that was re�ected inside the PBS, this was re�ected back along

itself. Then the portion of the secondary control that was re�ected inside the polarizing cube

onto the expected path of the di�racted probe, was used as a guide for the correct location of the
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expected di�racted signal. The control laser was then tuned to a 85Rb D1 resonance to create an

optical pumping grating and the location was optimized with this di�racted signal. Care was taken

not to amplify the background signals that reached the di�racted probe path. These consisted of

a portion of the control laser that was re�ected inside the PBS and part of the transmitted probe

that was clipped by the mirror on the secondary control path.
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4 Results, Analysis & Discussion

This section presents the main results of the electromagnetically induced grating. In the �rst sub-

section, di�raction from the grating is demonstrated. The results of scanning the probe frequency

verify that this grating is the result of the AC Stark e�ect. The next subsection shows results of

scanning the control frequency, which also shows the grating e�ciency decays in a way consistent

with the AC Stark e�ect. The following subsection shows the results of changing the probe power,

which gives an unexpected result of nearly constant e�ciency. The next subsection shows the e�ect

of changing the cell temperature, with an increase in e�ciency with cell temperature. Following

this the result of changing the control laser power is shown to be consistent with the AC Stark

e�ect. The �nal subsection discusses some results of time response measurements, which do not

show the expected fast response, reasons for this are suggested.
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4.1 Main Result: Di�raction from an AC Stark E�ect Grating

The �rst result was the detection of di�raction of the incident probe laser at the predicted Bragg

angle. This was observed while scanning the frequency of the probe laser through the 85Rb D1

transitions, and keeping the control laser detuning constant. A di�racted probe signal was observed

around the frequencies of the 85Rb D1 transitions at the expected locations, corresponding to the

edges of the absorption, Figure 4.1. The di�racted signal was demonstrated to be due to the grating

by the fact that it was only observed in the presence of both control beams and probe laser, blocking

either control beam destroyed the di�racted signal. (This check was used in all experiments to verify

that a true di�racted signal was being observed). The small background, in the absence of a grating,

was derived from two sources. Firstly, a small amount of the secondary control entered the path

of the di�racted probe, due to non ideal optical elements (especially as these were engineered for a

wavelength of 780 nm and not 795 nm (which corresponds to the Rb D1lines)). These imperfections

caused a small fraction of the secondary control to be re�ected within the polarizing beam splitter,

PBS, and reached the di�racted probe detector. Secondly, due to the shallow angle (<0.5°) between

the control beams and hence transmitted and di�racted probes, a small fraction of the diverging

probe was clipped by a mirror on the path of the secondary control and hence di�racted probe,

which entered the detector for the di�racted probe.

This di�raction signal, Figures 4.1 and 4.2, (where the control was on the 87RbF1 → F′2

transition) was clearly the result of a non-resonant AC Stark E�ect as the control was detuned by

2.7 GHz from the closest 85Rb transition. The optical pumping decays as (1/∆)
2 for large detunings,

reference [27] , and was therefore negligible in this experiment. The fact that the signal appeared at

the frequencies on the edge of the transmission signal where a signi�cant change in refractive index,

δn, was accompanied by signi�cant transmission was consistent with the theoretical expectation,

see Figure 3.1b. There was a peak on each side of the absorption pro�le, and the overall di�raction

e�ciency tended to decrease with increased detunings of the control laser (corresponding to a

reduction in AC Stark e�ect, Equation 2.25). The relative heights of the di�erent peaks can largely

be explained by considering the absorption. In addition to the decrease in size with detuning, the

AC Stark e�ect also caused a change to the imaginary part of the refractive index. This resulted

in the signal corresponding to the closer side of the absorption occurring at a greater transmission,

and hence greater e�ciency, than the signal on the further side. The overall consistency between

the simulation and the results with no �tting parameters, �gure 4.2 provided further support for

the understanding that the grating was produced by the AC Stark e�ect.

In order to understand the relative heights of the di�erent peaks in the di�racted signal, cal-

culations and simulations were done that included the di�erent hyper�ne transitions, their relative

strengths and corresponding detunings, whilst including the e�ect of counter-propagating probe

and control lasers, optical pumping and saturation e�ects, see Appendicies 6.1 and 6.2.

A better insight into the subtleties of the process was obtained by considering what happened

when di�erent e�ects were removed from the susceptibility calculation and simulation, Figure 4.3.

The main e�ects were to consider the imaginary part of the refractive index, by including the
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transition, where the control laser was positioned. [cell temperature = 135 °C, grating spacing =
55 µm, laser power = 50 mW].
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frequency on the 87Rb F = 1→ F′ = 2 transition, the detunings were measured from this frequency.
[cell temperature = 135 °C, grating spacing = 55 µm, laser power = 60 mW].

absorption coe�cient, α, and a phenomenologically lower temperature for the number of atoms,

calculated using Reference [27]. Removing the absorption coe�cient, α, from the simulation (Figure

4.3a solid orange) showed where the absorption had a strong e�ect on the grating e�ciency.

Using the measured temperature for the number of atoms , Figure 4.3a (solid green), showed

a greatly increased di�raction e�ciency which occurred at the edge of a broadened absorption

pro�le, due to the increased change of the real part of the refractive index, δn, even though there

was also increased absorption, which displaced the detuning of the maxima. The reason for this

phenomenological temperature is believed to be due to optical pumping by the probe laser, which

e�ectively reduces the number of atoms involved in the grating.

Smaller changes are caused by an absorption grating, a result of the relative di�erences in the

absorption coe�cient, δα. Removing the e�ect of the absorption grating, Figure 4.3b (dashed

green) decreased the di�raction e�ciency and caused a shift in the signal away from the transition

lines. Hole burning of the probe, Figure 4.3a (dashed orange), also caused a small shift in size and

position of the signal, this could also be related to the optical pumping being stronger for atoms

that are resonant with the probe laser.
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Figure 4.3: The e�ects of changing parameters in susceptibility calculation and simulation. The
measured signal (blue) and complete simulation (red) are shown in both �gures
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4.2 Control Laser Detuning

In a di�erent experiment the control laser frequency was varied while the probe frequency was kept

constant. It can be seen in Figure 4.4 that the di�raction e�ciency fell o� with increased detuning.

Fitting to a logarithmic plot gave a �t of −1.99± 0.02. consistent with theoretical expectations for

large detunings as in equation 3.8. When the control frequency came close to the 85Rb F=2 lines,

optical pumping increased and the e�ciency of the grating decreased. When the control frequency

was on the other side of the 85Rb F=2 lines the AC Stark shift was in the opposite direction and the

probe lay in a region of strong absorption and no di�raction was observed (at this probe frequency).

Figure 4.4: The control detuning was scanned while the probe detuning was kept constant (at 2.2
GHz from the 87Rb F = 1→ F′ = 2 transition the peak in 4.2). The sign of the detuning was chosen
to be consistent with 4.2 (moving away from the 85Rb D1 transitions)
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4.3 Probe Power

The probe power was scanned according to the method of subsection 3.4. It was seen that for

larger probe power there was an increased di�raction signal, Figure 4.5a. At higher probe powers

the maximum of di�raction occurred closer to the 85Rb D1 transitions. This was explained by the

fact that the probe was not in a perturbative region. Even though a low probe power was used,

the cylindrical lens caused an increase intensity and hence optical pumping and saturation e�ects.

This led to an e�ective reduction of the the atomic population involved in the grating, as can be

seen by the reduced absorption, Figure 4.6. Thus the change in frequency of the maxima can be

understood that at higher probe powers and hence more optical pumping there is a lower e�ective

density of atoms, allowing the di�racted signal to occur closer to the transition lines. Additionally

di�raction can also be seen on the transition lines.

Although at higher probe powers there was the expected increase in di�raction this was not

accompanied by an increase in the maximum grating e�ciency, Figure 4.5b. This is somewhat

surprising as it was expected that reducing the probe power would be roughly equivalent to in-

creasing the temperature of the cell with an expected increase in the e�ciency, sub-section 4.4. It

is suggested that the increase of the saturation e�ects could be compensating (see subsection 4.1)

for this reduction in density. Another surprising result is the di�erence between the F=2 and F=3

transitions, with a much greater change in optical density occurring on the F=2 transition, Figure

4.6.
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(a) Absolute power of di�racted probe

(b) E�ciency of di�racted probe

Figure 4.5: Probe power scan: di�raction. The di�raction probe signal when the probe frequency
was scanned at di�erent probe powers. cell temperature = 126°C, control 61mW on 87Rb F=1 �
F'=2 transition, grating spacing = 55 μm. The data points are shown in blue, with an interpolated
grid
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(a) 3D plot of absorption, The data points are shown in blue, with an interpolated
grid

(b) 2D plot of absorption, Interpolated from data in Figure 4.6a

Figure 4.6: Probe power scan: absorption. (The corresponding probe absorption data to Figure
4.5).The absorption signal when the probe frequency was scanned at di�erent probe powers. Cell
temperature = 126°C, control 61mW on 87Rb F=1 � F'=2 transition, grating spacing = 55 μm.
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4.4 Temperature Dependence

With increasing temperature there is an increase in the density of atoms, and also their average

velocity and hence Doppler broadening. Overall it was expected that at higher temperatures there

will be a increase in the maximum refractive index contrast that can be obtained, δn, and so an

increase in the overall e�ciency of the grating [28]. This was observed in experiments, see Figure

4.7.

However with increasing temperature there will also be an increase in absorption which will

decrease the e�ciency. From simulations, in the region of interest, it was expected that increase in

the real part of refractive index will be greater than the corresponding increase absorption, and the

optimal detuning will shift to the edge of the temperature adjusted absorption. However it is not

clear if there will be an optimal temperature, or a limit to the e�ciency (below 100%). Although

the rate of increase in e�ciency was seen to decrease, no maximum was found in these experiments.
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(a) The di�raction e�ciency as a function of cell temperature

(b) Cell absorption as a function of temperature

Figure 4.7: Change in di�raction response with temperature. The di�raction probe signal when the
probe frequency was scanned at di�erent cell temperatures. probe power = 1.1 mW, control power
= 50 mW, control on 87Rb F=1 � F'=2 transition, grating spacing = 55 μm. The data points are
shown in blue, with an interpolated grid
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4.5 Control Power Dependence

The results of scanning the total control beam power, Figure 4.8 showed that, as expected, the

control power does not a�ect the overall way that the grating di�racts only the e�ciency. By

normalizing the response with control power it can be seen that the response is very uniform,

consistent with the relationship in Equation 2.25.
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(a) E�ciency of grating

(b) Relative control power adjusted e�ciency.
efficiency/(controlpower)2

maxefficiency/(maxcontrolpower)2
.

(Demonstrates consistency with equation 3.8).

Figure 4.8: The di�raction probe signal when the probe frequency was scanned at di�erent control
laser powers. cell temperature = 134°C, probe power = 1.4 mW, control control on 87Rb F=1 �
F'=2 transition with maximum power = 47 mW, grating spacing = 55 μm. The data points are
shown in blue, with an interpolated grid
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4.6 Time Domain Response

As discussed in subsection 2.4, it is expected that structures created through the AC Stark shift

have potential for fast switching times (of the order of magnitude of the detuning of the control

laser). Such response has not yet been observed.

Testing the time domain response of the AC Stark grating proved to be very challenging. The

results of the method using an EOM described in section 3.4 are reported. Aside from the fact that

an isotopically pure rubidium cell was unavailable for these experiments, additional challenges were

presented by drifts in the system. The most problematic drift was the additional phase acquired

by the EOM as the temperature �uctuated. Changes to the control laser frequency also presented

problems, especially when combined with the natural abundance cell. In order to position the

control frequency it was desirable to be on the edge of an absorption line of 87Rb however in this

region small �uctuations of the control frequency cause large changes in the di�raction signal. To

overcome these challenges, the experiments were carried out in a short time frame (about 20 minutes

for each detuning) with e�orts made to return to a reference modulation to check and adjust for

drifting.

Three signals were compared. One signal had a small detuning (< 1 GHz) with the control

laser at the edge of the Doppler broadening, and the grating assumed to be primarily from optical

pumping e�ects of the control laser. The second signal came from a grating where it was not possible

to identify the exact detuning of the control laser, only that it was far detuned (& 3 GHz) so that

none of the characteristic resonance phenomena occurred and no change in the di�raction signal

occurred even with signi�cant changes to the control laser current. In the third grating the control

laser was positioned on the edge of the Doppler pro�le of the 87Rb F = 2→ F ′ = 2 transition, and

the signal from the 85Rb F=3→F'=2 was measured (about 1.5 GHz detuning).

The results are summarized in Figure 4.9. The main feature was that for the small detuned

grating most of the modulations died out by 50 MHz consistent with an optical pumping grating.

A small residue signal continued up to 800 MHz (not shown), that could be explained by the small

amount of Stark shifting within the optical pumping grating. However for the gratings produced by

larger detunings all the modulations completely died out by around 50 MHz. It is suggested that the

bandwidth of the di�raction is limited by the width of the response. As faster modulations have a

larger range of frequencies, if the bandwidth of the response is too small the range of frequencies will

be unable to undergo di�raction (they will either be absorbed or will not experience a su�cient index

contrast). Thus the optical pumping grating had a larger bandwidth (O(GHz)) and this allowed

for the faster Stark modulations whereas the further detuned gratings had a very low di�raction

e�ciency and a very narrow bandwidth and so did not allow for fast modulations. The di�erence

in �ts of the responses, Figure 4.9, may be related to the di�erent underlying mechanisms in the

gratings, as the larger detuned gratings may be responding as a result of the bandwidth limitation

of the di�raction, whereas the small detuned grating is limited by the optical pumping response

time.
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Figure 4.9: Time Domain Response
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5 Conclusions & Future Work

Summary

An electromagnetically induced thick Bragg grating has been produced using the AC Stark E�ect.

This has been achieved by �nding the the correct parameters of atomic density, and control laser

intensity and arrangement. Di�raction from this grating has been observed for a probe laser close

to the 85Rb D1 lines when the rubidium was heated to around 100 °C, and the control laser was

far detuned from these lines (> 1 GHz). The behavior of this grating was consistent with the AC

Stark e�ect. This was demonstrated through the consistency with theory, where the greatest signal

occurred on the edge of the transmission pro�le, and the consistency with simulation. The e�ciency

also behaved in accordance with expected change in control detuning and intensity.

These structures were expected to have fast (> 1 ns) response times, however evidence of

this has not yet been found. Attempts have been made to explain the subtleties of the e�ect by

considering the optical pumping of the probe, counter-propagating probe and control, hole burning

and absorption grating.

Experimental Improvements

The most obvious improvements would be to improve the e�ciency and stability of the device.

This would enable more conclusive time domain experiments. With the current equipment, it

would seem that greater e�ciency could be achieved by improved �tting of the probe dimensions to

the dimensions of the grating, so that the probe passes through a region of higher refractive index

contrast.

With additional equipment, a more powerful control laser would produce a greater AC Stark

shift and higher e�ciency. It should also be possible to increase the e�ciency of the grating by

heating the cell to a higher temperature (this would require a special cell as experience has shown

the limits of a standard cell to be about 140°C). Simulations also indicate that an increased cell

length would improve the e�ciency.

The stability of the system could be improved by using an amplitude EOM, with two electro-

optic crystals to compensate for the temperature drifting. Additionally a more stable control laser

would aid in the measurement process. In the current laser, home built ECDL, the main drift

seems, due to the time scale of the drifts, to come from temperature �uctuations and improving

the temperature stability may be a way to improve the frequency stability.

Future Directions and Limitations

It would seem that the main utility of this device would lie in its control speed. The fundamental

limits to the time response of such a structure could come from two sources, inherently from the
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AC Stark e�ect and indirectly from the geometry of the constructed structure.

Theoretically the switching time should be limited by the AC Stark e�ect which scales as 1/∆.

A faster switching time can be achieved by using a larger detuning. This will involve using a

greater intensity to achieve a signi�cant Stark shift. It should be possible to avoid the e�ects of

additional optical pumping caused by the increased intensity, as optical pumping scales as (I/∆2) so

increasing the intensity and hence optical pumping can be compensated for by a larger detuning.

It also appears that there will be a limit to the time response from the width of the response of the

refractive index contrast.

The created structure will also have a limit from its dimensions, for instance it takes light

about 250 ps to traverse 7.5 cm. The current design will also be limited by the condition of the

di�racting Bragg angle. At large switching speeds the di�erent frequency components will start to

have signi�cantly di�erent Bragg angles thus limiting the switching time.

Theoretically it should be possible to build any structure according to the light intensity. This

will require 'structuring' the light in the required pattern, which will have the additional challenge

of maintaining a high intensity.

Such fast control of light may �nd uses with control of quantum pulses or maybe even in the

transfer of classical information. However practical uses will require greater e�ciencies.

44



6 Appendices

6.1 Calculating the Susceptibility

At di�erent stages of the work various 'versions' of equation 2.5 were used to calculate the refractive

index.

For initial calculations to estimate the magnitude of the AC Stark e�ect equation 2.5 with and

without the estimated AC Stark shift was used. The atomic density was calculated using appropriate

equation in Reference [27]. When simulating the experimental results the di�racted signal in order

to understand the relative heights of di�raction peaks other factors were included. This involved

giving a weight for the relative line strengths and populations for each transition weights for each of

the transitions in 85Rb D1 transitions Fg = 2, 3→ Fe = 2, 3 giving cjk and gj [27] and an appropriate

term to allow for hole burning was also added [21]. For the Doppler broadening, the temperature

measured during the experiment was used while for the atomic density a phenomenologically lower

temperature was used for calculating the atomic density, subsection 4.3, which was believed to be

caused by optical pumping from the probe. Additionally allowance was made in calculating the

Stark shift for the counter propagating nature of the control and probe beams. This gives a Stark

susceptibility of

χs (ω) = N (T)
∑
j=2,3

∑
k=2,3 gjcjkD

´
1

(1+2iγ(ω−((ωjk+∆ωjk))

×exp
(
−4ln2

(
ω′−ωjk

∆ωd

)2
)
× 1

1+LI dω
′ (6.1)

where the last term in the integral involving the Lorentzian, L, and the dimensionless intensity,

I, simulate the hole burning and are taken from reference [21]

L =
1

1 + ∆T′2
(6.2)

I = 4Ω2
pT1T′2 7 (6.3)

This equation was evaluated in MATLAB using the 'trapz' function (which was chosen to help

with normalization)

The basic MATLAB code for a Stark shifted transition was
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widthGHZ =12; % range of calculation in GHz

width = widthGHZ*1e9; % Hz

detuning = -width/2: 1E7: +width /2-1E7;

om = -width/2: 1E6: +width /2-1E6; % set up vector for dummy variable

wa= 2*pi*om; %

z1 = length(detuning); % loop for calculation

for r=1:z1 ;

w = 2*pi*detuning(r) ; % conversion to angular frequency

L1 = 1./(1+((w-wa)*T2t/2/pi).^2); % saturation e�ects based on reference [21]

y1=exp(-4*log(2)*((wa-shift1)/Dwd).^2)

./(1+2*1i*(w-(wa-2*pi*RABIHZ^2./2./(detuningpump-wa/2/pi+2*shift1/2/pi)))/Dwa)

.*(1./(1+L1*II)); % an appropriate term for each of the 85Rb transitions was used,

RABIHZ was the Rabi frequency of the control laser,

the term for the control laser detuning considers the detuning of the laser

from the 85Rb F=2�F'=3 transition

the relative shift of each 85Rb transition,

and the counter propagating nature of the control and probe

y= g2*(S23*y1+S22*y2) +g3*(S33*y3+S32*y4); %Four similar terms were added with

appropriate weighting,

XS(r) = CONST*trapz(wa,y); %The Stark susceptibility is the solution of the integration

multiplied by a constant including the appropriate prefactors

including the temperature appropriate atomic density

end
It should be noted that this code gave a sign error for the imaginary part of the susceptibility

that was corrected manually.

6.2 Simulating the light propagation

The propagation of light through the grating was simulated by MATLAB script based upon the

spatial Fourier component and the propagation transfer function [31]. Using this transfer function

a 2D array representing a Gaussian beam was propagated through space. In the grating region an

appropriate phase was added to the pro�le.

The MATLAB code for the transfer function was % fx, fy spatial fourier components

function phi = h2(fx,fy,d2,lam) % fx, fy - spatial fourier components

% d2 - propagation distance

% lam - wavelength of light

dg=1/lam^2 - fx .^2 - fy .^ 2;

phi = exp(i * 2 * pi * d2 .* sqrt(dg));

An additional phase, in real space was added in the grating region, with the changes proportional

to the grating intensity, I
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phaseshift=exp(-i*(2*pi/lambda)*dn*I*dzint/2).*

exp((alpha)*dzint/2).*exp(dalpha*I*dzint/2);

The di�erent di�raction orders were comparing orders were compared by summing the absolute

values of the square of the pixels in that order.

6.3 Converting a phase EOM to amplitude EOM

The experiment for the time modulation a phase EOM had to be converted to an amplitude EOM. It

is well known [2] that placing an electro-optic crystal between crossed polarizer allows for amplitude

modulation of the light. Maximal modulation will occur when the crossed polarizers are at 45° to

the electrically induced principal axes, and a �xed λ/4 retardation plate was aligned with these axes.

However it was not clear how to align the polarization optics if the crossed polarizers were not at

45° to the axis of the EOM, which would be the case in the experimental set-up.

In order to answer this question the following Jones matrix equation was solved

O = P · R(θ3) · R(− θ2) ·WP(
λ

4
) · R(θ2) · EOM(V) · R(−θ1) ·WP(

λ

2
) · R(θ1) · I (6.4)

where I and O are the input and output Jones vectors,

polarizer P =

(
1 0

0 0

)
,

rotation matrix R(θ) =

(
cos θ sin θ

− sin θ cos θ

)
,

phase modulation, waveplate WP( λN ) =

(
exp

(
−i πN

)
0

0 exp
(
−i πN

) ),
EOM =

 exp
(
−i V

Vπ
π
2

)
0

0 exp
(
−i V

Vπ
π
2

) 
Showed that 2 rotatable wave plates were su�cient to achieve maximal modulation.

However maximum modulation does not occur at maximum intensity (and hence di�racted

signal). This calculation also showed where an optimum balance between signal and modulation

could be achieved.

Implementation of this scheme proved di�cult because of temperature drifts, that caused expan-

sion of the crystal in the modulator and hence gave an arbitrary phase shift to the light. Attempts

were made to stabilize the EOM with PID control, but they were unable to su�ciently stabilize the

system. However it was known that the phase drift could be compensated for by the phase plates.

6.4 PID Control

Work was done to control the stability of di�erent systems in the experimental set-up. Primarily the

temperature of the ECDL and the EOM. This involved working with PID control. The basic idea

is that a control variable, c(t) will be fed back into the system. The size of this control will depend
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upon an error signal, e(t), equal to the di�erence between a measured signal from the system and

a reference (the required output). The exact size of this control will be related to the size of the

error - proportional (P), its integral ( I), and di�erential (D)

c(t) = Kpe(t) +Ki

tˆ
e(τ)dτ +Kd

d

dt
e(t) (6.5)

Depending upon the system and the values of the constants, oscillations and other unwanted

phenomena can occur. It is believed that a poor integral control of the temperature allowed for

drifts of the control laser frequency over time. Without an integral component there will be a

steady-state o�set between the actual value and the required value. With a changing external

environment (temperature) this di�erence will drift causing changes to the lasing frequency and

mode hops. The subject of PID control is huge and fascinating an excellent book was found to be

�Feedback Systems: An Introduction for Scientists and Engineers� [32].

6.5 Publication

Together with with results of an AC Stark photonic band gap, the results of collaborators in Prof

John Howells group in University of Rochester, the main results of this work have been accepted for

publication in Physics Review A. The article is available on the archive: http://arxiv.org/abs/1301.6380
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